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ABSTRACT

Most of the techniques currently available in literature for designing an Air

Quality Monitoring Network (AQMN) are complex in nature and are suited to

one or more specific objective(s) and particular conditions. The present study

proposes a simple and generalized method for designing an optimum AQMN

based on entropy concepts, which are central to the information theory. This

study considers the AQMN as an environmental information system. The

AQMN provides the information about the random events (pollution levels)

occurring in the area of interest. Information observed at one station can be

inferred partially from observations at other stations. This concept is used to

form a network that conveys the maximum possible information about the

environment of the area for a given number of stations. The optimum size of

the network is determined when addition or a new station does not add

significant information to the existing network. AQMN design based on

multiple pollutant leads to different optimum AQMNs. A combined AQMN

based on equal weightage to each pollutant is suggested. It is observed that

design based on discrete random variables becomes computationally very

intensive in large networks. As a possible solution, AQMN is designed based

on continuous variables and a comparison is done with the discrete variables

based design. This methodology is applied to the existing network of nine

stations in Delhi being operated under the Indian National Ambient Air

Quality Monitoring (NAAQM) Program.
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INTRODUCTION

The basic goal of air quality monitoring is the protection of human health and

welfare. This broad goal has produced broad objectives and thus an air quality

monitoring program can have one or more of the following objectives:

1. Assess impact of selected sources(s);

2. Assess violation of ambient standards in a region (all sources combined);

3. Plan control strategies;

4. Evaluate risk to environment (human/soil/vegetation/monument); and

5. Activate episode controls; and others (e.g., model validation, land use

planning etc.).

Although it is tempting to design a system that can serve multiple objectives, in

practice, it appears that only a few combinations of objectives are realizable for a

given network. For example, it is not possible to use a network designed to monitor

long-term trends of air pollution levels to investigate a specific complaint.

Significant work has been done in designing the network for different sets of

objectives, (e.g., maximum detection of violation, maximum coverage of area).

Lee et al. use two criteria 1) “detection criterion” to maximize the probability of

detecting violations of an environmental standard and 2) “protection criterion” to

maximize the people living in the grid squares with monitoring stations [1].

Nakamori et al. [2] and Nakamori and Sawaragi [3] divided the monitoring

domain into sub-areas that minimized the sum of concentration variances within

sub-areas based on the spatial distribution pattern of long-term average. A moni-

toring station was put in each sub-area. Modak and Lohani assigned station

locations, one by one, to the grid points where “spatial average” was maximum

and the overlap with the coverage of the other stations as the minimum based on

the spatial correlation field [4]. They also extended their method to network design

for multiple pollutants [5, 6]. Handscombe and Elsom [7] used spatial correlation

analysis to define delimiting areas containing two or more stations with highly

correlated data. One station in the area was preserved as a “reference station,”

while the others were eliminated as redundant ones. Katoch et al. eliminated those

stations where the data could be explained with the required accuracy stations

where the data could be explained with the required accuracy by a regression

equation using the data from four or five stations [8].

These studies have their own advantages. These works are mainly based on

conventional statistical methods, which lead to adoption of very narrow defined

statistical objectives and suited to some particular conditions. Many methods used

the linear correlation between stations to find the optimum locations. Some

methods use the inverse of the variance as the information criterion for selection of

stations but these methods consider the performance of the station as an individual.

Many of these methods are quite complex. This might be the reason why most of

the current design practices of a monitoring network are heavily based upon
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experience and judgment with few analytical guides. The guidelines available

(e.g., [9, 10]) provide quantitative advice about members of monitors but not

their geographic locations.

Developments in information theory can assist in addressing some of the above

limitations of current approaches. Its abstract formulations are applicable to any

probabilistic statistical system of observations. The information theory provides a

general criterion, i.e., maximization of information, which is more appropriate to

the multifaceted and often unpredictable role which is ultimately played by the

air quality data. Information Theory has recently found its uses in the hydro-

logical processes [11-14]. In information theory, a station is ranked based on

its performance within the system not as an individual.

CONCEPTS OF INFORMATION THEORY

Information theory has its mathematical roots in concepts or disorder or entropy

in thermodynamics and statistical mechanics. An extensive literature devoted to

studies of the relation between the notions and mathematical form of entropy and

information exists [15, 16].

Entropy Concepts and Communication Network

In this section, the concepts of entropy as developed by Shannon [17] are

presented in the context of AQMN design.

Definition of Information

Let x be some event, which occurs with probability p[x]. If one is told that event

x has occurred then it implies that the amount of information obtained is given by

1[x] = –log p [x] (1)

Where, 1[x] is amount of information received in units nats.

If p1, p2, . . ., .pn are the probabilities for “n” different states of random variable

X values having possible outcomes xi; i = 1, 2, ..., n, then expectation of infor-

mation (termed as entropy) is given by

H(X) = –

i

� p[xi]log p[xi] (2)

Consider now another random variable Y having possible outcomes yj, j =

1, 2, ..., m. If Y is related to X, the mutual information between them can be

expressed as

T(X; Y) = H(X) + H(Y) – H(X, Y) (3)

H(X) and H(Y) are individual entropy of X, Y respectively. H(X, Y) is the joint

entropy of X and Y. It can be expressed mathematically as
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H(X, Y) = –

i j

� � p[xi, yj]log p[xi, yj] (4)

H(X, Y) measures the uncertainty associated with outcome pairs x, y. It is

dependent upon the association between the two variables as well as their dis-

persion. T(X; Y) is mutual information which is due to dependency between X

and Y and it is, in fact, repetition of uncertainty between the X and Y. This is the

basis of entropy based design of air quality monitoring system. X and Y may be

considered as the data sets of air quality obtained at two locations in area. Knowing

the data set at one station one can predict to some extent the information on

air quality at other station.

Entropy terms defined above can be extended for more than two variables, for

example, joint entropy of a random vector is defined as

H(X1, X2, ........, Xv) = – .......

qji

��� p(xi, xj ,...... xq) log p(xi, xj, ....... xq) (5)

in which xi, xj, ..., and xq, represent discrete outcomes of X1, X2,......, and Xv,

respectively.

The above mathematical description of entropy and mutual information is

presented here so that the reader can get insight into these principles. Shannon

[17] did the seminal work in this field.

Measure of Entropy for Continuous Variables

The entropy of the continuous variable X knowing the length ofthe class interval

(�x) can be defined as

H(X; �x) � f

��

�

� (x) log f (x)dx – log (�x)
(6)

The above expression is dependent on the unit chosen for X. A possible solution

to make entropy independent of the unit chosen suggested by Chapman [13]

considers the proportional class intervals instead of fixed length intervals, which is

equivalent to taking the logarithm of X and dividing into small equal parts. The

entropy of a log normal variable (Z = logX) for proportional class interval (�x/x)

is given by:

H(X; �x/x) =
1

2
log(2� e�z

2 ) – log (�x/x)
(7)

This above expression is independent of the unit chosen. Similar to discrete

variables, entropy terms can be defined for continuous random vectors, for

example entropy for a normal random vector can be defined as

f (Xn) = (2�)–n/2 |�|–1/2 exp � � ��

��
	


�
�1

2

1( ) ( )X X X Xn on n on
T � (8)

where Xn = (X1, X2, ..., Xn)
T is the normal random vector of n variables
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H =
1

2

2

1

log 
i

i

n

�
� �2e + log|R|

(9)

As the correlation matrix R is positive definite

|R| � � ij

n

�� 1

1

(10)

The value of the joint entropy H can be varied by changes in standard deviations

of the variables or by changing the correlation matrix of the variables. It is obvious

from the above expression that entropy (uncertainty) will be more of an uncor-

related set than that of the correlated set.

FRAMEWORK FOR AIR QUALITY MONITORING

NETWORK DESIGN

This section develops methodology for the optimum design of the network

using the concepts of the information theory discussed earlier in this article.

The AQMN is considered as an air quality information system. Since it is not

practical to put stations everywhere in the area of interest, the system needs to be

optimized to transmit the maximum information of the area for a given number of

stations (termed as permanent station locations). It is known that the information

observed at one site can be inferred partially from observations at other sites. The

measurement obtained at the “n” permanent station locations will be used to

provide an estimate of events which have occurred at the remaining locations

using some unbiased estimators (F( )). Assume “m” locations in the area form a

dense network (termed as temporary network) enough to reduce all the uncertainty

in the system, i.e., temporary network provides all information of the area. If the

role of the permanent network is viewed as providing information that ultimately

reduces uncertainty concerning events at the “m” locations, then design criterion

is to maximize the reduction in uncertainty. This is equivalent to maximizing the

information transmitted between events at the “m” locations and the measure-

ments provided by the “n” number of stations of permanent network. The design

problem considered here is the selection of the “n” (which can be 1,2,3....... or m)

air quality monitoring stations location subset “i” (S i
n ) out of tie total mCn

location sets so as to maximize the joint entropy H (S i
n ) for that specific “n”

or, equivalently, information transmission between the temporary network and

permanent network formed by a given selection of “n.” Information transmitted by

a permanent network is equivalent to the joint entropy of the permanent network as

given by Caselton and Hussain [11] is:

T(S; S i
n F (S i

n )) = H (S i
n ) (11)
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In short, the optimization problem can be stated as

Max H (S i
n ) to find critical S i

n

Where, i = 1, 2, ..., mCn

STUDY AREA AND DATA COLLECTION

Study Area

The applicability of “Entropy” concept for AQMN design is investigated for

city of Delhi (which includes New Delhi). Delhi is rapidly becoming nucleus

of trade, commerce, and industry in the northern region of India. It has been

found that it is one of the most polluted cities of the world and a significant part

of the pollution in the city is due to vehicular pollution [18]. Major sources of

pollution in Delhi are vehicles, power plants, industries and domestic fuel uses.

An estimated quantity of about 1600 metric tons of pollutants is emitted in the

atmosphere every day in Delhi.

Consequently, the development of systematic monitoring networks is very

important for the city of Delhi. In India, “Central Pollution Control Board”

(CPCB), an Environmental Protection Agency (EPA), has established a national

network of air quality monitoring stations. The pollutants measured are sulfur

dioxide (SO2), nitrogen dioxide (NO2) and Suspended Particulate Matter (SPM).

Data Collection

NAAQM network in Delhi comprised stations at nine locations (Figure 1). The

present status of air quality indicates alarmingly high value of SPM at all locations.

Even in the residential areas the air quality in respect of SPM exceeds by a factor

of two when compared to the standard (i.e., 200 µg/m3). Although the levels of

SO2 and NO2 have remained within the standards, the trends show that levels are

rising. For the purpose of this work, monthly average data of the parameters (SPM,

SO2, and NO2) were collected for all nine locations for five years (i.e., 1991-95)

from the published reports of the CPCB (1990-95) [19]. Table 1 presents the basic

statistics (Correlation, Matrix, Mean, Standard Deviation, and Coefficient of

Variance (COV)) of air pollution data from nine locations.

Entropy Based AQMN Design for Delhi

The present network of nine stations represents the temporary network and

objective is to choose the permanent network (a subset of temporary network)

that transmits maximum information transmission (Equation 11). The problem

can be solved either by considering the variable as discrete or continuous; in this

research both cases are considered.
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Air Quality—Discrete Variable

A program in language “C” was written to compute the optimum information

transmission. The intervals taken in the program for discretizing the SO2, NO2, and

SPM data are given in Table 2. The basis for taking this interval is to obtain a

reasonable distribution of data in each interval.

RESULTS AND DISCUSSION

The computed values of H (Si
n) (i.e., information transmission by various

networks of given size) for each of the nine possible choices of single station

location are given in Table 3 for each pollutant. Table 4 presents the optimal
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Figure 1. Running locations of air quality monitoring stations in Delhi.

Note: ● Locations of ambient air quality monitoring stations.
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network for three pollutants depending upon the size of the network. It may be

noted from Table 4 that optimal network is a function of pollutant type.

Discussion

The single stations providing the optimum information transmission are loca-

tion number 9 for SO2, and NO2, and number 8 for SPM respectively (Table 3).

These stations have highest COV (Table 1) for the respective pollutants and

individually provide maximum information and thus are selected at first place.

The optimum combination for two-stations is provided by locations 8 and 9 in

case of SPM and SO2 and 7 and 9 in case of NO2 (Table 4). It may be noted that

when more than two stations are to be selected, it is just not the individual

variance/entropy, it is the maximum joint entropy (of all combinations) which

decides the selection of new station(s). The basis of obtaining the optimum
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Table 2. Intervals for Discretisation of Air Quality Data

Pollutant Intervals

SO2 (�g/m3)

NO2 (�g/m3)

SPM (�g/m3)

0–20

0–20

0–200

20–40

20–40

200–400

40–60

40–60

400–600

60–80

60–80

600–800

80–100

80–100

800–1000

100–200

100–200

1000–1200

Table 3. Information Transmission by Permanent Network of

Single Stations (Discrete Variables)

Station

location no.

Information transmission, in nats

SO2 NO2 SPM

1

2

3

4

5

6

7

8

9

0.218

0.484

0.663

0.826

0.353

0.094

0.884

1.122

1.447

0.777

0.425

0.809

0.615

0.529

0.424

1.378

1.399

1.665

0.714

0.989

0.947

0.779

0.820

0.724

1.252

1.596

1.321
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locations for a given size of the network is as follows: 1) for the given size (say

5 stations), first all possible combinations of stations must be determined (total

combinations for five stations = 120); 2) for each combination, estimate the

information transmission; and 3) select that combination which transfers the

maximum information. For example, Figure 2 presents various combinations

of five stations on x-axis and information transmitted by these combinations

on y-axis. It is apparent from Figure 2 that for SPM, the combination number

91 transmits the information and thus the corresponding five locations for com-

bination number 91 will make the optimum network (combination 91 corresponds

to station number 2, 3, 7, 8, 9 in the present case). Similarly, for each pollutant and

for each subset of combinations of various sizes of the network, the transmitted

information was obtained and the optimum locations thus obtained are given in

Table 4. It may be noted that the optimum locations are not exactly the same for

all pollutants. Results also show that stations 8 (Netaji Nagar) and 9 (Town Hall)

contribute relatively more information compared to other stations for all pollu-

tants. From Table 4, it is clear that station 6 (Siri Fort) provides least information

for SO2 and NO2 network and station 5 (Janakpuri) for SPM network.
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Figure 2. Information transmission vs. AQMNs of size n = 5.



It is worth mentioning that selecting stations based on only individual entropy

will not lead to optimum networks as there is overlap of information between

them. For example, for a network of three stations for SPM, 3, 8, and 9 are selected

based on their individual entropies while network of stations 4, 8, and 9 are

selected based on the joint entropy. Linear correlation is not a good measure of

association between two variables. It assumes relation between variables is linear

and it is ignorant of the individual distributions. Joint entropy is a dependent

upon the association among the variables and their individual dispersions. The

above example can be explained intuitively using the correlation matrix for

SPM. From Table 1, it is clear that station 7 has relatively good correlation

with stations 8 (0.40) and 9 (0.63) while station 3 has very poor correlation with

stations 8 (–0.00) and 9 (–0.02).

The optimal information transmission for different sizes of network can be

normalized by computing the ratio of the uncertainty resolved by the optimal

network of given size to the total uncertainty in the region (explained by all

temporary stations being in operation). This is equal to the ratio of information

transmission by the optimal network to the maximum information that can be

transmitted.

So far, station locations have been prioritized, but it is still not clear as to

with how many stations one can achieve the required information. To address

this issue, in Figure 3 a set of curves indicated by B shows the plot between
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Figure 3. Normalized information transmission by optimal AQMNs

(SO2/NO2/SPM).



number of stations and cumulative normalized optimal information provided by

the number of stations for present case study of Delhi. The curves A and C

represent two extreme conditions; A: all stations in the network are completely

dependent on each other and C: all stations in the network are completely inde-

pendent of each other.

Optimal Size of AQMN

In Figure 3, under the extreme condition shown by curve A, it is clear that a

single station constitutes the most appropriate network and that marginal infor-

mation gain for additional stations is zero. At the other extreme, curve C indicates

the same marginal information gain for all station additions. In other words,

for situation C it could be argued that all “m” stations are equally desirable

and therefore, “m” station network is justified. However, an actual result typified

by curve B, falls between these extreme conditions and provides a less clear

indication of the appropriate size of a permanent network. A criterion such as

a minimum marginal information gain from a new station to be added can be

used to resolve this question of optimal network size.

It is clear from Figure 4 that as the size of the network increases the marginal

incremental increase of information decreases. For SO2 network, there is no

addition of information after adding 6th station to the network (Figure 4). For
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Figure 4. Marginal increase in information transmission with increase

in size of AQMNs (SO2/NO2/SPM).



SPM network there is no further addition of information after 7th station (Figure 4)

and for NO2 network, there is no marginal increase of information after 8th station

(Figure 4).

To decide the optimal numbers, two criteria are suggested. These include:

(i) increase in marginal information by subsequent addition of every new station

and (ii) percentage of total cumulative uncertainty explained by subsequent addi-

tion of every new station. For criterion (i), the constant slope (0.11) in curve C (of

Figure 3) is obtained under the conditions where all nine stations might be

regarded as being equally justified. The slope of curve C is, therefore, adopted as

the minimum acceptable marginal information gain per station and applied to

curve B, and then a network of three stations appears optimal for all pollutants

as shown in Table 5.

For criterion (ii), it is decided that network must explain at least 90% of the

total uncertainty, and then a network of four stations as shown in Table 5 appears

optimal for all pollutants. The concepts of both the criteria are justified but

the point of cut-off in the criteria (e.g., 0.11 increases in normalized marginal

information and 90% explanation in uncertainty) are arbitrary. If greater financial

resources are available, the cut-off point can be relaxed and more stations can be

added. However, it does not really indicate number of stations should be less

than number of stations presently located in Delhi. But it shows existing stations

are not the optimal ones and the other locations should be explored to form a better

AQMN. Thus it is a good idea to collect data for a large number of points in the

area using direct measurement and/or air quality modeling to find the potential

locations. It is quite possible that some other locations in the study area form a

bigger optimal network and conveying more information about the area.

Combined AQMN Design Considering Three Pollutants

As evident from the above discussion, the results suggest different optimal

networks for each pollutant. But this is not a practical solution for developing

countries like India as one cannot monitor different pollutants at different loca-

tions due to limited resources. Thus constrained optimal network where all

pollutants are measured simultaneously at every location is desirable. If SO2,
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Table 5. Optimal Networks Based on Criterion (I) and Criterion (II)

(Discrete Variables)

Criterion number

Station numbers for

SO2 network NO2 network SPM network

Crirterion (I)

Criterion (II)

4, 8, 9

4, 7, 8, 9

7, 8, 9

1, 7, 8, 9

3, 8, 9

3, 7, 8, 9



NO2, and SPM concentrations are considered independent, then basis for optimal

design is proposed. Optimal location set can be found by optimizing the total

information transmissions from all pollutants, i.e., sum of the information trans-

missions by SO2, NO2, and SPM network. The results of this proposed method

are given in Table 6.

Computational Environment

A combinatorial and sorting algorithm were developed to find the joint entropy

for different combinations and to optimize the information transmission. The

program takes the input as data file of pollutant concentration, the total number of

stations in the permanent network (minimum number of stations taken) and

intervals taken for discretisation of the concentration data set. Program was run on

a Pentium-II machine. It was noted that time taken to run the program increases

exponentially with increase in the selection of the minimum number of stations

(i.e., the permanent network). It is due to the exponential nature of the problem,

which is explained below with three stations in the network.

For a three-station network, there are 84 (COMB) ways of choosing three

stations out of total nine stations. For each combination, program has to calculate

joint probability 125 (PERM = N × N × N) times. See Table 7 for permutation and

combination and computed time required as number of station increases.

From Table 7, it is clear that problem is of exponential nature. It is so costly

to compute as the n (size of the permanent network) of N (number of intervals)

increases. It is of the Nk type problem, which is feasible for some limiting values
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Table 6. Constrained* Optimal AQMNs of Different Sizes Measuring

All Pollutant Simultaneously (Discrete Variables)

Number of

stations, n

Optimal information

transmission, in nats

H(Sin)/

H(S)

Optimal station

location number

1

2

3

4

5

6

7

8

9

4.433

7.296

8.8320

9.9360

10.557

10.889

11.117

11.284

11.355

0.390

0.643

0.778

0.875

0.9297

0.9589

0.979

0.994

1

9

8, 9

7, 8, 9

3, 5, 8, 9

7, 3, 5, 8, 9

6, 4, 3, 5, 8, 9

1, 2, 3, 4, 6, 7, 8

5, 1, 2, 3, 4, 6, 8, 9

7, 1, 2, 3, 4, 5, 6, 8, 9

*All three pollutants must be measured at selected stations.



of N (it is number of intervals here) and k (it is the number of minimum stations).

Thus, as the number or the stations will increase, time of computation of joint

entropy will increase exponentially. And after some value of n, it will become

impossible to compute entropy in real time (see last column of Table 7).

Addressing the Nk Problem

Determination of entropy directly is computational intensive and thus feasible

for limiting value of “n.” By knowing the statistical distribution followed by

the data, it is possible to compute the joint entropy by considering the variable

as a continuous variable. Entropy determination of a continuous variable

is computationally less intensive. However, it has some drawbacks like it can

be negative and it is dependent on the unit of the variable chosen. Therefore,

sometimes it becomes difficult to interpret the results: for example, the value of the

joint entropy will be at variance if units chosen are microgram/cubic meter or parts

per million (for the same air quality level). However, there are ways to overcome

these shortcomings as presented earlier (see section Definition of Entropy for

Continuous Variable).

Air Quality Monitoring Network Design for

Continuous Variable Goodness of Fit Test

The Kolomogorov-Smirnov test was carried out to find the goodness of fit of

the assumed distribution [20]. An investigation of two types of distribution,

multivariate normal, and log normal, showed that there is no significant difference

between their goodness of fit; both distributions qualified the goodness of fit

test for 95% cases of data. However, in this research log normal distribution is

assumed as earlier research shows that air quality data are log normally distributed

[21-23].

Results and Discussion

As discussed earlier (Measure of Entropy for Continuous Variables), deter-

mination of joint entropy is dependent on the unit chosen. Therefore to overcome
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Table 7. Exponential Nature of Computational Problem

“n” 1 2 3 4 5 6 7 8 9

COMB

PERM

Time

1

5

<1 sec

36

25

<1 sec

84

125

<1 sec

126

625

<1 sec

126

3125

0.07 min

84

15625

0.36 min

36

78125

1.8 min

9

390625

9 min

1

1953125

45 min

PERM = N × N × N . . . . . .; N is the number of intervals taken in data.



this problem, joint entropy is determined for proportional class interval, which is

independent of the unit chosen using the log normal distribution (Equation 7).

The results obtained for optimal information transmission in the case where

air quality parameters have been assumed as continuous variables are shown

in Table 8.

DISCUSSION

The single station providing the optimum information transmission is location

9 for SO2, NO2, and SPM as shown in Table 8. The optimum combination for

two-stations is provided by locations 3 and 9 in case of SO2, 5 and 9 in case of

NO2, and 8 and 9 in case of SPM as shown in Table 8. It is clear from Table 8 that

station 6 (Siri Fort) provides least information for SO2 and NO2 network and

station 1 (Nizammudin) for SPM network; thus these stations are least desirable.

Optimal Size of Network

Based on criterion (i) (as explained earlier) for optimal size, number of stations

comes out to be “4” for all the three pollutants as shown in Table 9 while on the

basis of criterion (ii) the number of stations come out to be five for SO2 and NO2

and 6 for SPM.

Combined AQMN Design Considering Three Pollutants

Using the same approach as discussed in combined design for discrete case is

adopted in the combined design for continuous case (Table 10).

Comparison of Results for Discrete and

Continuous Variable Case

The joint entropies have come out to be somewhat larger in the case of

continuous variable. The optimal network is not exactly matching for all values

of “n” (specified number of stations) as found in the discrete case. This can be

attributed to the assumed distribution that is not exactly giving the distributions

followed by of the data. However, differences in final network designs are not

significant. Table 10 shows the comparison between the continuous and discrete

combined network design.

CONCLUSION

The study has developed a generalized method based on entropy concepts for

the design of an air quality monitoring network (AQMN). In the study, an AQMN

is viewed as a communication channel which transmits information concerning

the region served by the network. The information transmission capabilities of an
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AQMN have been assessed using the information theory. The proposed approach

provides opportunity to find the priorities for air quality monitoring stations

existing in an AQMN. The approach also provides the basis for optimal size of the

network; specifically, answering the question: Does further addition of a new

station in the network result in any significant information gain?

For large sizes of network, design considering the air concentrations as discrete

variable is computationally difficult due to Nk type of problem which can’t be

solved in real time. This issue has been addressed by taking the variables as

continuous. It has been shown that two methods (discrete and continuous

approaches) produce almost similar AQMNs.
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Table 9. Optimal Networks Based on Criterion (I) and Criterion (II)

Criterion number

Station numbers for

SO2 network NO2 network SPM network

Crirterion (I)

Criterion (II)

3, 7, 8, 9

3, 4, 7, 8, 9

5, 7, 8, 9

1, 5, 7, 8, 9

3, 7, 8, 9

2, 3, 4, 7, 8, 9

Table 10. Comparison between Discrete and Continuous

Constrained* Optimal Networks

Constrained Optimal Networks

Number

of stations,

n

Optimal station

location number

(discrete variables)

H(Sin)/

H(S)

Optimal station

location number

(continuous variables)

H(Sin)/

H(S)

1

2

3

4

5

6

7

8

9

9

8, 9

7, 8, 9

3, 5, 8, 9

7, 3, 5, 8, 9

6, 4, 3, 5, 8, 9

1, 2, 3, 4, 6, 7, 8

5, 1, 2, 3, 4, 6, 8, 9

7, 1, 2, 3, 4, 5, 6, 8, 9

0.390

0.643

0.778

0.875

0.9297

0.958

0.979

0.994

1

9

8, 9

7, 8, 9

3, 7, 8, 9

4, 3, 7, 8, 9

2, 4 3, 7, 8, 9

5, 2, 4, 3, 7, 8, 9

6, 5, 2, 4, 3, 7, 8, 9

1, 6, 5, 2, 4, 3, 7, 8, 9

0.304

0.487

0.631

0.762

0.851

0.905

0.956

1.00

1.00

*All three pollutants must be measured at selected stations.



The developed method is applied to the existing AQMN in Delhi. It has

been shown that the generalized approach has successfully addressed the follow-

ing issues for AQMN design of Delhi: 1) priority locations for sampling, and

2) optimal size of network.

Further research can be done to design an air quality monitoring network that

not only considers the information content of the data but also the use-specific

applications (e.g., trend analysis, standard compliance, etc.). In other words,

design of the network strikes the balance between the mathematical measure

of information content and practical user-oriented concerns that are relevant for

AQMN. In this study, a combined network is designed based on giving equal

weights to the environmental information provided by each pollutant. Since it

might be possible that some pollutants are more important based on their health

effects, different weights can be considered in future studies.
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