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Abstract
One of the aims of air data systems is the determination of flight parameters angles of attack and angle of sideslip from measurements of local pressures and of local flow angles on wings or fuselage using a proper set of sensors. The active and integrated use of flight parameters in a full-authority flight control system imposes requirements for accurate and reliable air data, which are critical to maintain control. In this paper, a methodology based on the data fusion using Extended Kalman Filter technique is applied to dynamic maneuvers with rapid variations in the aircraft motion to calibrate angle of attack and angle of sideslip. The main goal of the investigations reported in this paper is to obtain online accurate flow angles from the measured vane deflection and difference pressures from probes sensitive to flow angles even in the adverse effect of wind or turbulence. The investigations are initially made on simulated flight data with wind and turbulence effects and it is showed that both alpha and beta estimates are accurate. The same procedure is then extended to flight test data of a high performance fighter aircraft. It has been shown using these results that sensor data fusion approach proposed in this paper is of great value in online implementation.
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1. INTRODUCTION
Air data systems are required on aircraft as part of the flight control system. Typically these systems require some form of airdata sensors. These airdata sensors installed on high performance modern aircraft must be carefully calibrated to achieve accurate onboard airdata measurements of angle of attack (AoA / $\alpha$) and angle of sideslip (AoSS/$\beta$) \cite{1,2,3}. Accuracy of these measurements should be always pursued for a multitude of tasks, including in-flight simulation, flight safety and aircraft performance evaluation, but also air traffic control and navigation. These airdata measurements are affected by several flight variables that may vary over a very wide range; thus, air-data sensors calibration must be treated as a multidimensional and nonlinear problem \cite{4,5}.

A recent research study uses a detailed aerodynamic model of the aircraft within an Extended Kalman Filter-(EKF) framework \cite{6} and offers potential to eliminate the sensors required to measure AoA & AoSS. Today’s modern computers have the computational throughput to functionally estimate these parameters accurately, thus eliminating these sensors, or at a minimum providing a functional backup for improved reliability. Unfortunately, there is no way to use such estimation framework prior to the validation of aerodynamic database consisting of force and moment coefficients, because estimation accuracy is directly tied to the aerodynamic data base accuracy \cite{6}. This is because the models of aerodynamic forces, propulsive forces, and moments are embedded in the EKF formulation. So, measurements of AoA and AoSS are primary requirements for the aircraft, which does not have the valid aerodynamic database. For an angle with multiple sensors, sensor fusion algorithms yield good results since the fusion of data from multiple sensors results in both qualitative and quantitative benefits \cite{7,8,9}.
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Moreover, the effectiveness of another approach say Kalman Filter algorithm incorporating GPS [2,10] for real time airdata calibration is directly dependent on the GPS error associated as uses differential GPS (DGPS) position and velocity data to form the measurements. GPS has the advantages of all weather, globality and consistently high precision. But data update rate of a GPS receiver is low (normally at 1Hz) and the performance is dependent on the number and geometry of satellites being tracked. In comparison, the proposed approach in our paper overcomes this deficiency because multiple air data sensors outputs are taken as measurements. By fusing valuable information from sensors into the EKF algorithm helps in estimating each sensor’s calibration parameters separately in terms of sensor offset error and sensitivity factor.

Fusion processes are often categorized as low, intermediate or high level fusion depending on the processing stage at which fusion takes place. Low-level fusion, also called data fusion, combines several sources of raw data to produce new raw data that is expected to be more informative and synthetic than the inputs. There are two approaches for fusion of multiple sensor data: measurement fusion and state vector fusion. In measurement fusion, sensor measurements are combined and an optimal estimate of target state vector is obtained. Since this approach is optimal and theoretically superior to state vector fusion [11], measurement fusion approach is employed here. Currently there exist two commonly used measurement fusion methods for Kalman-filter-based multi sensor data fusion. The first (Method I) simply merges the multi sensor data through the observation vector of the Kalman filter, whereas the second (Method II) combines the multi sensor data based on a minimum mean square error criterion. It is worth noting that proposed flow angle sensors are dissimilar since AoA senses by different sensors vane and pressure probe, while AoSS senses by nose boom pressure probe and side air data pressure probe. In such case, measurement fusion method II is not applicable to use [12]. Therefore, measurement fusion method I applied to estimate the flow angles from the flight data.

The primary aim of the presented data fusion approach for air data calibration is to accurately estimate airdata parameters or to make inferences that may not be feasible from a single sensor alone as in flight path reconstruction (FPR) using EKF [8,13,14]. In addition, reduced ambiguity, increased confidence and improved system reliability are the main benefits applicable to majority of the data fusion applications. In our approach, we have also given the special attention for presence of turbulence...
during the flight maneuvers. These methods are applied to flight data of a high performance fighter aircraft. Major contribution occurs in situations where there is a significant sensors noise property variation. A FPR using output error method (OEM) are also applied to analyze the flight maneuvers and to calibrate AoA and AoSS [15]. It helps to reconfirm the result obtained from EKF based sensor fusion real time approach, by comparing these results with standard offline method like FPR using OEM [16].

In the following section, the sensor fusion approach is applied to dynamic maneuvers with rapid variations in the aircraft motion to calibrate the flow angles (α & β). This approach is model based data level measurement fusion using EKF and has been properly formulated from a FPR problem. The main goal of the investigations is to obtain online accurate flow angles from the sensor measurements even with the adverse effects of wind or turbulence.

2. DESIGN EQUATIONS FOR AOA-AOSS ESTIMATION USING EKF

The AoA-AoSS Estimation algorithms are based on the nonlinear 6DOF equations of motion, kinematics and navigation equation within an EKF that processes measurements of airdata parameters from multiple sensors. Figure 1 illustrates AoA-AoSS Estimation Scheme using Extended Kalman filter. The AoA-AoSS Estimation algorithms include EKF algorithm, 6DOF model (state equations) and measurement model (observation equations).

2.1. Extended Kalman Filter Algorithm

One of the most popular forms of representing aircraft equations of motion in the time domain is the state space form [17]. The dynamic and measurement model is assumed to be described by the following continuous-discrete state space models:

\[
\begin{align*}
\dot{x}(t) &= f\left[ x(t), u(t), w(t) \right] \quad y(t) = h\left[ x(t) \right] \\
z(k) &= y(k) + v(k) \quad x(0) = x_0
\end{align*}
\]  \hspace{1cm} (1)

Functions \( f \in \mathbb{R}^n \) and \( h \in \mathbb{R}^m \) are general nonlinear functions; vector \( x \in \mathbb{R}^n \) is the state vector; \( u \in \mathbb{R}^l \) is the input/control vector; \( y \in \mathbb{R}^m \) is the output vector, and \( z \in \mathbb{R}^m \) is sampled at discrete points with a uniform \( \Delta t \) sampling time; vectors \( w \) and \( v \) are process and measurement noises and have covariance matrices \( Q \) and \( R \), respectively. More precisely, noises are considered to be zero mean, white, and with Gaussian distribution. They are also assumed to be independent between themselves and also with respect to the initial condition \( x(0) \), that is,

\[
\begin{align*}
E\{w(k)\} &= 0 \quad E\{v(k)\} = 0 \quad E\{w(k)w(j)^T\} = Q\delta(k-j) \\
E\{v(k)v(j)^T\} &= R\delta(k-j) \quad E\{w(k)v(j)^T\} = 0 \quad E\{x(0)w(k)^T\} = 0
\end{align*}
\]  \hspace{1cm} (2)

The standard Kalman filter addresses only linear stochastic systems and it is not directly applicable to nonlinear problems. On the other hand, there are no practical solutions for the general optimal nonlinear problem. An artifice to use the Kalman filter equations in a nonlinear problem, with nonlinearities either in the dynamic or in the measurement model, is to linearize the system around the current state estimate. This approach is named the extended Kalman filter. For this purpose, a corresponding linear system is derived from the original one by calculating all necessary Jacobians. When model parameters are to be estimated simultaneously, a new state vector is then defined based on the previous state vector and on the proposed parameter vector, therefore resulting in the EKF augmented state vector.

The linearized system is calculated based on (1) through the following derivatives with the Jacobians defined in (3).

\[
A(k) = \frac{\partial f(x(t),u(t),0)}{\partial x} \bigg|_{x(k)} \quad B(k) = \frac{\partial f(x(t),u(t),0)}{\partial u} \bigg|_{x(k)} \\
C(k) = \frac{\partial h(x(t))}{\partial x} \bigg|_{x(k)}
\]  \hspace{1cm} (3)
The state transition matrix $\Phi$ and its integral $\Psi$ at each discrete point are given by

$$
\Phi(k+1) = I + A(k)\Delta t + \frac{A^2(k)\Delta t^2}{2!} + \cdots \\
\Psi(k+1) = I\Delta t + A(k)\frac{\Delta t^2}{2!} + \frac{A^2(k)\Delta t^3}{3!} + \cdots
$$

By calculating the transition matrix $\Phi$ and its integral $\Psi$, the standard Kalman filter equations can then be used. As it is well known, the algorithm can be divided into two steps [18]: time propagation and measurement correction. These steps are usually named as “prediction” and “correction” respectively. Initial state $\hat{x}(0)$ and covariance matrix $P(0)$ are assumed at first and then are propagated using [19]

$$
\hat{x}(k+1) = \hat{x}(k) + \int_{t_k}^{t_{k+1}} f(x(t), u(t), 0) \, dt
$$

$$
P(k+1) = \Phi(k+1, k)P(k)\Phi^T(k+1, k) + \Psi(k+1, k)B(k)Q(k)B^T(k)\Psi^T(k+1, k)
$$

where $u(t)$ is the average input between the two consecutive samples. The covariance prediction step in (4) is valid for input noise. It is worth mentioning here that the $Q$ matrix in the compatibility check context represents the input noise rather than the process noise.

The propagation is done until more information is available from the sensors. This is the correction phase and it updates, based on the Kalman gain and on the innovations, states and covariance as

$$
K(k) = P(k)C^T(k) \left[ C(k)P(k)C^T(k) + R(k) \right]^{-1}
$$

$$
\dot{\hat{x}}(k) = \hat{x}(k) + K(k) \left[ x(k) - h(\hat{x}(k)) \right]
$$

$$
\dot{P}(k) = [I - K(k)C(k)]P(k)
$$

### 2.2. System Dynamic and Measurement Models

To summarize the system dynamic and measurement models, it must be noted that all calibration parameters are considered as random walk and incorporated into the state vector, via state augmentation. These groups of first order differential equations are necessary to characterize the aircraft motion and are available in most of the text books [19]. The full dynamic model is represented by

$$
\dot{u} = -(q_m - \Delta q)w + (r_m - \Delta r)v - g \sin \theta + A_{\psi CG}^\psi, \quad u(t_0) = u_0
$$

$$
\dot{v} = -(r_m - \Delta r)u + (p_m - \Delta p)w + g \cos \theta \sin \phi + A_{\phi CG}^\phi, \quad v(t_0) = v_0
$$

$$
\dot{w} = -(p_m - \Delta p)v + (q_m - \Delta q)u + g \cos \phi \cos \theta + A_{\theta CG}^\theta, \quad w(t_0) = w_0
$$

$$
\dot{\phi} = (p_m - \Delta p) + (q_m - \Delta q) + u + g \cos \phi \sin \theta + A_{\phi CG}^\phi \tan \theta, \quad \phi(t_0) = \phi_0
$$

$$
\dot{\theta} = (q_m - \Delta q) \cos \phi - (r_m - \Delta r) \sin \phi, \quad \theta(t_0) = \theta_0
$$

$$
\dot{h} = \nu \sin \theta - \nu \sin \phi \cos \theta - \nu \cos \phi \cos \theta, \quad h(t_0) = h_0
$$

where $p$, $q$, and $r$ are the projection of the angular rate vector along the aircraft body axis and their biases in measurements are defined by $(\Delta p, \Delta q, \Delta r)$; $\theta$ and $\phi$ are, respectively, the pitch and the roll angles; $u$, $v$, $w$ are inertial speed projections along the aircraft body axis. The linear accelerations
(\(A^C\), \(A^G\), \(A^C\)) at the CG are computed from the accelerations (\(A^S_m\), \(A^S_m\), \(A^S_m\)) measured by the acceleration sensor at a point away from the CG through the following relation [19]:

\[
A^C = a^S_m + (q^2 + r^2)\dot{x}_{ASCg} - (pq - r)\dot{y}_{ASCg} - (pr + q)\dot{z}_{ASCg} - \Delta A_i
\]

Here (\(x_{ASCg}, y_{ASCg}, z_{ASCg}\)) denote the position of the accelerometer with respect to the CG in the body-fixed coordinates; the biases in the measurement of (\(A^S_m, A^S_m, A^S_m\)) are denoted by (\(\Delta A, \Delta A, \Delta A\)).

The measurement equations are given by:

\[
V_m = \sqrt{u^2 + v^2 + w^2} + \eta_v;
\]

\[
\overline{g}_m = \frac{1}{2} \rho \left(u^2 + v^2 + w^2\right) + \Delta \overline{g} + \eta_g;
\]

\[
\phi_m = \phi + \eta_{\phi};
\]

\[
\theta_m = \theta + \eta_{\theta};
\]

\[
h_m = h + \eta_h;
\]

\[
\alpha_{vane} = K_{\alpha_1} \cdot \tan^{-1}\left(\frac{\dot{w}_{vane}}{\dot{u}_{vane}}\right) + \Delta \alpha_1 + \eta_{\alpha_{vane}};
\]

\[
\alpha_{ph} = K_{\alpha_2} \cdot \tan^{-1}\left(\frac{\dot{w}_{ph}}{\dot{u}_{ph}}\right) + \Delta \alpha_2 + \eta_{\alpha_{ph}};
\]

\[
\beta_{ph} = K_{\beta_1} \cdot \sin^{-1}\left(\frac{\dot{v}_{ph}}{\sqrt{\dot{u}_{ph}^2 + \dot{v}_{ph}^2 + \dot{w}_{ph}^2}}\right) + \Delta \beta_1 + \eta_{\beta_{ph}};
\]

\[
\beta_{vane} = K_{\beta_2} \cdot \sin^{-1}\left(\frac{\dot{v}_{vane}}{\sqrt{\dot{u}_{vane}^2 + \dot{v}_{vane}^2 + \dot{w}_{vane}^2}}\right) + \Delta \beta_2 + \eta_{\beta_{vane}};
\]

The density of air \(\rho\) can be computed from the actual measurement of static pressure \(p_s\) using the universal gas law, \(\rho = \frac{p_s}{RTs}\) where \(R\) is the gas constant and \(Ts\) the static temperature. \(K_{\alpha_1}, K_{\alpha_2}, K_{\beta_1}, K_{\beta_2}\) are the scale factors and \(\Delta \alpha_1, \Delta \alpha_2, \Delta \beta_1, \Delta \beta_2\) are the biases used to model the measurement errors. These are the sensors calibration parameters obtained by estimation.

The velocity components along the three body-fixed axes at an off CG location are computed from \(u, v\) and \(w\) as follows:

\[
u_{off} = u - (r_m - \Delta r)\dot{y}_{off} + (q_m - \Delta q)\dot{x}_{off}
\]

\[
v_{off} = v - (p_m - \Delta p)\dot{z}_{off} + (r_m - \Delta r)\dot{x}_{off}
\]

\[
w_{off} = w - (q_m - \Delta q)\dot{x}_{off} + (p_m - \Delta p)\dot{y}_{off}
\]

where (\(x_{off}, y_{off}, z_{off}\)) denote the offset distances from the centre of gravity to the flow angle sensor mounted on the aircraft; (\(\dot{u}_{vane}, \dot{v}_{vane}, \dot{w}_{vane}\)) are the velocity components along the three body-fixed axes corresponding to the flow angle sensor-vane deflection; (\(\dot{u}_{ph}, \dot{v}_{ph}, \dot{w}_{ph}\)) and (\(\dot{u}_{vane}, \dot{v}_{vane}, \dot{w}_{vane}\)) are the velocities components corresponding to side airdata pressure probe and nose boom pressure probe respectively. From the postulated measurement and dynamic models, (6) (7) (8), state, input, measurement and parameter vectors are, respectively.
Finally, the EKF extended state vector is defined as

$$\mathbf{x} = \begin{bmatrix} u & v & w & \phi & \theta & h \end{bmatrix}^T \in \mathbb{R}^6;$$

$$\mathbf{u} = \begin{bmatrix} A_x & A_y & A_z & p & q & r \end{bmatrix}^T \in \mathbb{R}^6;$$

$$\mathbf{z} = \begin{bmatrix} \dot{V}_m & \dot{\theta}_m & \dot{h}_m & \alpha_{\text{m}} & \alpha_{\text{m}} & \beta_{\text{m}} & \beta_{\text{m}} \end{bmatrix}^T \in \mathbb{R}^8;$$

$$\Theta = \begin{bmatrix} \Delta \alpha_1, \Delta \alpha_2, \Delta \alpha_3, \Delta \beta_1, \Delta \beta_2, \Delta \beta_3, \Delta \gamma, K_{\text{ai}} \end{bmatrix} \in \mathbb{R}^4;$$

(10)

$$\mathbf{x} = \begin{bmatrix} u, v, w, \phi, \theta, h, \Delta \alpha_1, \Delta \alpha_2, \Delta \alpha_3, \Delta \beta_1, \Delta \beta_2, \Delta \beta_3 \end{bmatrix} \in \mathbb{R}^{21};$$

(11)

2.3. Turbulence Model

In case of turbulence in flight, estimated flow angles using above-mentioned state and measurement equations show major variation from simulated flight values. It is mainly due to the model deficiency in the estimation framework. Dynamical representation of atmospheric turbulence is obtained by including Dryden model in the system equations used for estimation. The features that distinguish one turbulence structure from the other are the turbulence intensity $s$ and integral scale of turbulence $L$.

In the present investigation $L = 1750$ ft and $\sigma = 10$ ft/sec are considered to generate moderate turbulence condition. To account for turbulence in forward velocity, lateral velocity and vertical velocity, the dynamic model considered and appended to the state model in Eq (10) has the following form [20]:

$$\dot{y}_u = -\frac{y_u + x_u k_u \sqrt{2\pi}}{t_u};$$

$$\dot{y}_v = y_v;$$

$$\dot{y}_h = -\frac{2y_h}{t_h} + \frac{x_h \sqrt{2\pi}}{t_h};$$

$$\dot{y}_w = y_w;$$

$$\dot{y}_w = -\frac{2y_w}{t_w} + \frac{x_w \sqrt{2\pi}}{t_w}$$

(12)

where $x_u, x_v, x_w$ random numbers are generated to simulate the random nature of turbulence; $t_u, t_v, t_w, k_u, k_v$ and $k_w$ are the time constants that are defined as follows:

$$t_u = \frac{L_u}{V_t}, t_v = \frac{L_v}{V_t}, t_w = \frac{L_w}{V_t},$$

where

$$V_t = \sqrt{u^2 + v^2 + w^2};$$

$$\sigma_u = \sigma_v = \sigma_w = \sigma;$$

$$L_u = L_v = L_w = L;$$

$$k_u = \sqrt{\frac{2\sigma_u^2 t_u}{\pi}}; k_v = \sqrt{\frac{2\sigma_v^2 t_v}{\pi}}; k_w = \sqrt{\frac{2\sigma_w^2 t_w}{\pi}}$$
The turbulence in velocity components in flight path axes can now be obtained using the relations [20]:

\[
\begin{align*}
    u_{\text{furb}} &= y_u; \\
    v_{\text{furb}} &= \frac{k_v}{t_v} \left[ \frac{y_v^2}{t_v} + \sqrt{3} \cdot y_v \right]; \\
    w_{\text{furb}} &= \frac{k_w}{t_w} \left[ \frac{y_w^2}{t_w} + \sqrt{3} \cdot y_w \right];
\end{align*}
\]

Turbulence generated in flight path axes transformed to body axes are given by

\[
\begin{bmatrix}
    u_{\text{burb}} \\
    v_{\text{burb}} \\
    w_{\text{burb}}
\end{bmatrix} =
\begin{bmatrix}
    \cos(\alpha) \cos(\beta) & -\cos(\alpha) \sin(\beta) & -\sin(\alpha) \\
    \sin(\beta) & \cos(\beta) & 0 \\
    \sin(\alpha) \cos(\beta) & -\sin(\alpha) \sin(\beta) & \cos(\alpha)
\end{bmatrix}
\begin{bmatrix}
    u_{\text{furb}} \\
    v_{\text{furb}} \\
    w_{\text{furb}}
\end{bmatrix}
\]

where \( \beta = \sin^{-1} \left( \frac{v}{V_t} \right) \) and \( \alpha = \tan^{-1} \left( \frac{w}{u} \right) \) (13)

In the influence of turbulence, the equations relating the states in \( x \) to the measurement \( z \) in (10) are modified through replacing \( u, v \) and \( w \) by \( u - u_{\text{furb}}, v - v_{\text{furb}} \) and \( w - w_{\text{furb}} \) in (8) respectively.

3. RESULTS

In this section the proposed multi sensor data fusion method is validated via a FPR application using both simulated data with wind/turbulence effects, generated through nonlinear simulation software and flight test data obtained from a high performance fighter aircraft prototype flight test.

In the context of FPR, it is once again pointed out that Q matrix represents input noise and it is not to be confused with atmospheric disturbance. It implies noise in the measurement of the linear accelerations and angular rates, which are in this case the input variables. If the EKF based approach is to be applied to flight data gathered in turbulent atmospheric condition, it requires not only extended Kalman filter, but also simultaneous modeling of atmospheric turbulence. The measurement and input noise covariance matrices (R, Q) are design parameters for the Kalman filter, which were prespecified based on reasonable information obtained from the laboratory calibration of the various measurement sensors. Alternatively, these noise characteristics can also calculated from existing time histories through data filtering. Thus, these noise statistics are generally prespecified, which may not be quite accurate, and therefore may affect the estimates. In order to get the optimal estimate of the states, these noise covariance matrices Q and R were adjusted based on residuals and theoretical innovation bounds analysis.

3.1. Simulated Data Results

Simulated data for pitch stick and rudder doublet inputs were generated at flight condition of Mach 0.3, altitude 1800 meters, with 15-m/sec steady winds at various heading angles (0°, 90°, 180° and 270°) and also for moderate turbulence. Simulated data were corrupted by a time varying input and measurement noise with typical signal to noise levels found in real applications (see Table1). The simulated data were generated at a sampling rate of 0.025sec.

For the sake of defining measurements in simulation AoA and AoSS are computed using the following equations. These measurements are influenced by wind/ turbulence also.

\[
\begin{align*}
    \alpha_m &= \sin^{-1} \left( \frac{\sin \theta_m}{\sqrt{\sin^2 \theta_m + \cos^2 \theta_m \cos^2 \phi_m}} \right) - i \frac{h_m}{V_m + \sin \beta_m \sin \phi_m \cos \theta_m}{\sqrt{\sin^2 \theta_m + \cos^2 \theta_m \cos^2 \phi_m \cos \beta_m}}
\end{align*}
\]
where, \( \dot{h}_n = (u - u_g) \sin \theta - (v - v_g) \sin \phi \cos \theta - (w - w_g) \cos \phi \cos \theta; \)

\[
V_n = \sqrt{(u - u_g)^2 + (v - v_g)^2 + (w - w_g)^2}
\]

\[
\alpha_n = \frac{m \cdot A_y \cdot C_{\alpha}}{q \cdot S \cdot C_{\alpha}}
\]

(14)

\( m \) is the mass of the aircraft and \( u_g, v_g \) and \( w_g \) are gust/turbulence velocity components.

\[
\beta_n = \left( A_y - \beta \text{ gain} \right)
\]

(15)

where \( A_y - \beta \text{ gain} \) is \( A_y \) to \( \beta \) gain and is taken from the look up table given as a function of dynamic pressure \( q \).

**Table 1. Measurement Noise levels used in simulated data**

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Standard deviation, ( \sigma )</th>
<th>unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometers</td>
<td>0.01</td>
<td>m/s²</td>
</tr>
<tr>
<td>Rate gyros</td>
<td>0.0001</td>
<td>rad/s</td>
</tr>
<tr>
<td>AoA Measurement-1</td>
<td>0.0003</td>
<td>rad</td>
</tr>
<tr>
<td>AoA Measurement-2</td>
<td>0.0002</td>
<td>rad</td>
</tr>
<tr>
<td>AoSS Measurement</td>
<td>0.0008</td>
<td>rad</td>
</tr>
<tr>
<td>Vertical position</td>
<td>0.012</td>
<td>meter</td>
</tr>
<tr>
<td>Dynamic pressure</td>
<td>10</td>
<td>Pa</td>
</tr>
<tr>
<td>Euler Angles</td>
<td>0.0002</td>
<td>rad</td>
</tr>
<tr>
<td>True airspeed</td>
<td>0.01</td>
<td>m/s</td>
</tr>
</tbody>
</table>

The reconstructed AoA and AoSS slide from estimated states \( \hat{u}, \hat{v}, \hat{w} \) are obtained by applying Kalman Filter Technique to each of the data sets with 15 m/sec wind at various heading angles. Here, we have introduced initial state \( x_0 = (99.67587, -0.0196, 25.009, 0.0001, 0.24585, 1800) \) and state propagation error covariance matrix \( P_0 = \text{diag}(100.429, 15, 120.58, 20, 2, 0028, 2500) \). These estimated responses of \( \alpha \) and \( \beta \) compare well with the simulated flight data as shown in figures 2 and 3.
Calibration parameters of AoA are noted in average as $K_\alpha = 0.9611$, $\Delta \alpha = 0.197$deg for pitch stick doublet and $K_\alpha = 1.1896$, $\Delta \alpha = -2.223$deg for rudder doublet.

In case of moderate level of turbulence, velocity components of turbulence are simulated as shown in Fig 4. Once the filter is tuned, its performance is checked by verifying innovation sequence for zero mean and whiteness [21]. As per these conditions, the 95% of the residual should lie within the bounds, $\pm 2R_{\epsilon(k)}^{1/2}$,

$$R_{\epsilon(k)} = C(k)\hat{\epsilon}(k)C^T(k) + R$$

and the autocorrelation of the residual should lie within the $\pm 1.96/\sqrt{N}$ where $N$ is the number of samples. Along with this, the estimated filter model output with the output measurements are compared to ensure the performance of the filter. Typical results of the autocorrelation and the residual plots for simulated data in turbulence are shown in figures 5 and 6 respectively.
The investigations are made with and without augmented turbulence model in estimation framework. It is found that estimation of $\alpha$ and $\beta$ for both cases of pitch stick and rudder doublet, with augmented states yields better result as shown in figure 7. The Calibration parameters of AoA are $K_\alpha = 1.1571$, $\Delta \alpha = -1.782 \text{deg}$ for pitch stick doublet and $K_\alpha = 0.9953$, $\Delta \alpha = -0.06876 \text{deg}$ for rudder doublet. The minor differences in the response match of AoSS for the rudder doublet are attributed primarily to the use of single computed AoSS as a measurement. It can be further improved by fusing the additional measurement data of AoSS in the estimation. Nevertheless, the agreement between the estimated and simulated flight responses is very encouraging to apply on flight test data.

3.2. Flight Test Data Results
To evaluate the proposed data fusion method in a real condition, high performance fighter aircraft prototype was used to generate the data necessary for the analysis. Dynamic maneuvers (doublets, 3211, pull up and AoA sweep) for the variation of mach from 0.39 to 0.95 and altitude from 2000 to 14000 meters, AoA excursions up to 21deg and AoSS excursions up to $\pm 5\text{deg}$ were selected. The sampling period adopted was 0.025 second. The analysis of flight maneuvers for various Mach numbers were carried out separately mainly because, from a priori knowledge, the sensitivity factor is expected to vary with speed. Figure 8 shows variation of sensitivity factors and offset errors estimated separately from maneuvers at different Mach numbers. It is observed that correction factors show a clean reduction for higher values of Mach numbers. Absolute values of the filter estimation errors with time are shown in figure 9 for the entire flight measured data analyzed.

It is required to validate the sensor data fusion approach by comparing with standard technique of FPR using the output error method (OEM). The output error method is successively applied to estimate the sensitivity factor and bias of calibration parameters and use to correct the measurements AoA and AoSS. The corrected angle of attack and angle of sideslip values are to be used as references; the filter results are compared against calibrated data based on reference method OEM [16]. The application of
OEM for FPR is omitted here for brevity. The difference between AoA, AoSS estimated using sensor data fusion based approach and those obtained using OEM based method is shown in figure 10.

The variation of estimation errors of alpha and beta are respectively, almost around aerospace industry requirement values $\pm 0.5\text{deg}$ and $\pm 0.25\text{deg}$ except at some certain points. The larger error in AoA and AoSS at these points is due to mismatch in the initial values of the maneuvers. Of course this initial value problem does not arise for the online application of EKF based sensor fusion algorithm.

The discrepancy of flow angle sensors was noted as high for the AoA sweep maneuver (i.e., see Fig. 7, from 75sec to 125sec) compared to other dynamic maneuvers. Hence the initial mismatches of estimated flow angles for that maneuver can observe from the figure 10 at 75 sec wherein estimated AoA error is more than $\pm 0.5\text{deg}$.

During this significant variation of sensors measurement noise property, degree of estimation accuracy also depends upon the number of sensors employed for measurements in sensor fusion. In the presence of wind or atmospheric disturbances, the estimation accuracy can be further improved by
introducing more number of accurate sensors for EKF based data fusion and it is of great value in online practice as EKF having the property of real time estimation.

4. CONCLUSIONS
This paper describes the application of Extended Kalman filtering technique in sensor fusion algorithm to calibrate the angle of attack and angle of sideslip in real time from both simulated and real flight test data of a high performance aircraft. Simulations in software were carried out with 15 m/sec wind effects at 1800 meters altitude and 0.3 Mach to obtain sufficient variations in \( \alpha \) and \( \beta \) of the aircraft. The investigations are initially made from simulated data with wind and turbulence effects using Simulation Software and showed that estimated both \( \alpha \) and \( \beta \) are accurate. In the case of turbulence, it is found that estimation of AoA and AoSS with augmented states yields better results. The same procedure is extended to real time flight test data of a high performance aircraft. It is observed that sensor fusion algorithm provides estimation accuracy almost around \( \pm 0.5 \)deg and \( \pm 0.25 \)deg, respectively for AoA and AoSS and shows sensor fusion approach proposed in this paper is of great value in online practice.
Figure 9. EKF Estimation Absolute Errors

Figure 10. Filter Estimated Errors of AoA and AoSS
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